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Abstract

The main goal of the paper is to investigate the relationship between R&D
spending and earnings management. While R&D expenditures create some of the
most precious assets in today’s economy, in many accounting jurisdictions they either
may not be recognised as an asset in the balance sheet or their recognition is very
limited. The main obstacle is the measurement process’s lack of reliability, which is
the result of information asymmetry caused by the nature of R&D investments.
Additionally technological breakthroughs do not necessarily translate into commercial
success.

The results of studies conducted until now provide evidence that managers taking
responsibility for high-cost R&D projects become more and more emotionally engaged
as time passes. In this paper, it is theorised that this phenomenon is also an important
factor in earnings management. The following hypothesis is put forward: R&D
expenditures are a significant determinant of earnings management after a two-year
time lag. The time lag is adopted on the basis of the average length of time a research
project lasts.

The empirical study was done on the basis of a sample of US stock listed companies
(more than 4,500 firm-year observations). The group was chosen because US GAAPs
require all R&D costs (with a few exceptions) to be fully expensed. This enables one to
easily determine R&D spending, which would not be possible in the case of companies
reporting under IFRSs. Regression analysis shows that R&D spending is a statistically
significant determinant of earnings management after two and three time lags.
The hypothesis was verified, suggesting that R&D investments influence managerial
behaviour with regard to earnings management.
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1. Introduction

Accounting of R&D activity is one of the most controversial issues in
contemporary financial reporting. The main controversy concerns the
issue of capitalising vs. not-capitalising on the costs of R&D projects. The
debate on this issue has been present in the accounting regulations at least
since the mid-1970s. One side of the discourse stresses that the decision of
whether to capitalise or not is to some extent discretionary in nature and
allows managers to manipulate earnings, and because of that the R&D
expenditures should be fully expensed as incurred. On the other hand,
adversaries point out that R&D investment creates the most prized assets
in the economy and not recognising them creates substantial off-balance
sheet assets. In consequence, not recognising intangibles arising from R&D
investments deteriorates the relevance of financial statements (Healy, Myers
& Howe 2002, pp. 677-78).

The debate is also visible at the level of accounting regulations. IFRSs
adopt a more liberal approach and allow the recognition of intangibles arising
from the development phase if an entity is able to meet certain conditions.
US GAAPs (SFAS No. 2) adopt more conservative accounting treatment and
require all R&D expenditures to be expensed in the current period with some
minor exceptions. The introduction of SFAS No.2 in the US has also had
an impact on managerial behaviour. Several studies (Horowitz & Kolodony
1980, Cooper & Selto 1991) provide evidence that companies previously
capitalising R&D costs reduced their spending on research after SFAS No. 2
was introduced. Critics of this accounting treatment argue that US companies
are losing their competitiveness due to implied underinvestment in R&D
(Mande, File & Kwak 2000, p. 269). Such underinvestment is described in the
literature as a myopic investment behaviour or managerial myopia. J. Bushee
(1998, p. 306) defines it as a situation in which managers face a trade-
off between meeting earnings targets and maintaining R&D investment.
However, there is reporting data that suggests this is not true. In 2016,
according to PwC ranking (http:/www.strategyand.pwc.com/innovation1000,
accessed: 15 May 2017), 13 out of the 20 top global R&D spenders and 9 out
of 10 top innovative companies were from the US.

The central issue of this problem is the nature of R&D assets, which are
unique assets characterised by informational asymmetry. Companies report
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R&D activity as discreetly as possible in order not to disclose too much to
competitors. R. Guidara and Y. Boujelbene (2014, p. 26) and Holmstrom
(1989) describe R&D expenditures as a firm-specific investment usually
characterised by a high level of uncertainty and informational asymmetry.
The character of intangibles arising from R&D activity, which potentially
can be recognised, is usually a very technical issue, difficult to understand
for outsiders, while its impact on the market position of the firm is even
more difficult to grasp. As a result, users of financial information or even
financial auditors are unable to correctly assess the probability of an R&D
investment succeeding. R&D assets are unique also in that there is usually
no active market for them — they are innovative but at the same time are
not homogenous (comparable to each other). L. N. Davis (2001) provides the
following reasons for why R&D activity increases information asymmetry:
each research project is unique and not repeatable; there is no organised
market for R&D activity (so it is difficult to measure the value of intangibles
arising from R&D); and, finally, different accounting is allowed in different
jurisdictions.

There is also the theory of the spill-over effect, which postulates that
the benefits of research activity are accessible not only for the company
initiating an R&D project but, with time, also for more and more other
parties. The consequence of this diffusion of R&D benefits is that the value
of intangibles’ erodes. All of these arguments illustrate the difficulty in
measuring R&D assets.

N. Seybert (2010) postulated that managers responsible for initiating
R&D projects are more likely to overinvest when costs are capitalised.
If the project fails, the resulting asset impairment may harm the manager’s
reputation. This provides a strong incentive for managers to achieve success
in their R&D projects by putting more money on the table. For the same
reason, managers are afraid to capitalise R&D expenditures and tend
to expense them as incurred, leading to lower earnings being reported
and consequently underinvestment in innovative projects. Both strategies
— over- and underinvestment in R&D — may destroy a firm’s value. Seybert
conducted this study in an IFRS regime and cannot be replicated in a US
GAAP environment, where R&D costs cannot by law be capitalised.

The relationship between R&D investment and its effect on revenue
is an interesting one. While little research has been done on this issue,
O. Lome, A. G. Haggeseth and @. Moen (2016) provide convincing evidence
that, on average, the effect of investment is visible after two or three years.
This accords with the widespread notion that a successful research project
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takes an average of two years from start to commercial launch. Other studies
(Leonard 1971, Rapoport 1971, Pakes & Shankerman 1984) provide results
for different US industries showing the average time lag to be between
1.17 years in the electronics industry up to 2.40 years in the machinery
industry. We assume that managers and company shareholders will expect
financial results two years after the launch of a research project.

A research project can be counted among the riskiest investments.
Business practice provides no lack of examples of failed R&D investments
taking a toll on company profitability. In some cases the outcome of
research activity is critical for the future of the company and determines
the assessment of managerial performance. We theorise that intensive
investment in R&D influences managerial behaviour. Managers take
full responsibility for the research project and tend to more strongly
identify themselves with the final result. Following this line of reasoning,
we hypothesise that two years after initiating an intensive R&D project,
managers will be inclined to manage earnings in order to demonstrate
success or to adopt a big bath strategy in the event of failure. In both cases
the absolute values of accruals should be higher and show more intensive
earnings management.

The total investment is the sum of the amount reported in profit
and loss and costs capitalised in the balance sheet as intangibles (in the
case of companies reporting under IFRS). To avoid the problem of cost
capitalisation, we limited our sample to US companies, where under US
GAAP, R&D expenditures may not be capitalised. As a proxy for R&D
intensity, we take first the ratio of R&D expenditures to total assets and,
second, the proxy R&D expenditures to sales.

The results show that R&D intensity with a two-year time lag is
a significant determinant of earnings management. Additional tests show
that the effect is less or not significant for R&D intensity with a one-year
time lag or without a time lag. We are inclined to conclude that R&D
spending influences managerial behaviour after a period of two years.

The paper proceeds as follows. Section 2 reviews the relevant literature
and presents the hypothesis. Section 3 demonstrates the research design
and sample description. Section 4, while not fully developed, provides the
anticipated results of the study.
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2. The Literature and the Hypothesis

Earnings management is sometimes considered a symptom of agency
problems. The conflict of interest between management and the providers of
capital creates agency costs. The greater the asymmetry of information, the
more difficult it is to control management and to prevent management from
creating agency costs. R&D activity is reported as discreetly as possible,
which further increases informational asymmetry between management
and the company’s stakeholders and creates an opportunity for earnings
management.

The theoretical link between undertaking and reporting R&D investment
and earnings management is not very soundly grounded in the accounting
literature. Very few papers have investigated the issue from a theoretical
or an empirical point of view. Two strands of research on R&D can be
distinguished: accrual and real earnings management, the latter of which,
surprisingly, is the more popular. Secondly, studies conducted on R&D
expenditures are used either as a tool or as an incentive to manage earnings.

S. Roychowdhury (2006) carried out empirical research on real earnings
management. The basic assumption of this form of management is that
managers structure real transactions in order to manage earnings — or, in
other words, to hit their earnings targets. The measurement of real EM
is conceptually based on the difference between the real and expected
(under normal conditions) scale of operating activities. In the case of R&D
investment, a researcher must assume a “normal” level of research activity.
It is very difficult to determine what the normal level of R&D expenditures
is for those outside the company, making this approach controversial. One
important result of Roychowdhury’s study is the evidence it provides for
some categories of costs being very frequently used for real EM, particularly
the costs of advertising, promotion, maintenance and R&D. Yet, this should
come as no surprise: these costs are usually the first to be cut when financial
trouble rears its head.

A study conducted by S. Perry and R. Grinaker (1994) was probably
among the first to observe that R&D spending is adjusted to improve
firms’ success in meeting their current earnings goals. They found a linear
relationship between unexpected R&D spending and unexpected earnings
on the basis of 99 large US companies. Prior year R&D expenditures and
earnings were taken as proxies (a normal level of operating activity) for
the current year after controlling the effects of selected economic changes
during the current period.
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J. Bushee extended previous research in a 1998 study that assumed
there is a relationship between R&D budgets and the desire to hit earnings
targets. He selected a very specific sample of companies with pre-R&D
earnings that came in below the prior year’s, but by such an amount that if it
were reversed, the earnings goals would be met. Then he introduced another
variable — institutional ownership. He hypothesised that if institutional
ownership is low, managers will be likely to cut R&D costs in order to meet
earnings targets. The study was performed on a sample of US companies
from the period 1983-1994 (13,944 firm-year observations). The empirical
part of the study provided evidence that high institutional ownership can
persuade managers to adopt more long-term policy with regard to R&D
investment while having no regard for achieving earnings targets.

Another study on this issue was conducted by V. Mande, R. G. File
and W. Kwak (2000), though in a unique Japanese environment that
made the research setting quite different. It is widely accepted that the
economic growth in Japan was based on new technologies. In the 1990s
Japan’s economy was second only to the US in terms of its commitment to
R&D. However, it is also commonly believed that, unlike their American
counterparts, Japanese managers adopt a long-term perspective with
regard to financial results and accentuate research activity as one of the
key components of corporate strategy. With the stereotypical image of
a Japanese manager in mind, one might expect there to be no link between
R&D spending and achieving earnings targets. However, Mande, File and
Kwak 2000 (2000, pp. 288-89) found that Japanese firms, at least in several
industries, do in fact adjust R&D spending according to current period
earnings performance.

A further paper on this topic was published by R. Guidara and
Y. Boujelbene (2015), who on the basis of 800 firm-year observations
(80 French companies qualified as R&D intensive in the reports within
2005-2014) showed that firms manage R&D expenditures to avoid earnings
losses and decreases. The empirical part of the study provides evidence
that decisions concerning R&D budgets are used to help achieve earnings
targets. The dependant variable in the study was defined as “R&D cut”,
which was assigned a value of one if R&D spending was lower than it had
been in the previous period, and a zero otherwise. This and other papers on
the subject suggest that it is earning targets that determine the level of R&D
investment. Overall the results of these studies provide evidence that R&D
spending is subject to real earnings management.
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The strand of research related to accrual earnings management is less
robust, consisting of only a few papers. R. Guidara and Y. Boujelbene (2014)
investigated the link between R&D and earnings management. Their sample
of 302 French listed companies is divided into a test sample including R&D
intensive companies (107 companies), and a control sample of non-R&D
intensive companies (195 companies). The former sub-sample encompasses
companies listed in the scientific project “The Economics of Industrial
Research & Innovation”, conducted by the European Commission. As
a measure of EM, Guidara and Boujelbede used discretionary accruals
estimated on the basis of Jones’ model. Empirical analysis provides evidence
that discretionary accruals (DA) in the sample of R&D intensive companies
are, at a 5% significance level, statistically different from zero, while in the
sample of non-R&D intensive companies DAs are statistically equal to zero.
In their conclusion, the authors state that R&D increases informational
asymmetry and provides an incentive for EM.

A study done by G. Markarian, L. Pozza and A. Prencipe (2008) was
empirically tested on a sample of companies listed on the Milan Stock
Exchange (43 firms, 86 firm-year observations). The Italian context
is interesting from the regulatory point of view, because it allows for
flexibility in how it accounts for R&D costs. The focus of the study is on
the accounting choice of whether to capitalise R&D costs or not from the
perspective of achieving earnings targets and smoothing earnings. The main
variable is total R&D capitalisation divided by total assets while the control
variable is total R&D expenditures divided by total assets in the current
year. The authors hypothesise that the decision to capitalise R&D costs is
related to a firm’s change in profitability. The results of the study suggest
that companies with lower return on assets are more likely to capitalise
R&D costs, and the more profitable firms are, the more likely they will also
be to expense R&D costs.

Accounting regulations can affect real decisions about underinvestment
or overinvestment in R&D projects. Several studies provide evidence that
obligatory expensing of R&D costs causes underinvestment in research and
development activities (Oswald & Zarowin 2007). Analogically, N. Seybert
(2010, p. 672) posits that capitalising R&D costs leads to overinvestment in
R&D projects, and when a manager decides to, or is obliged to, capitalise
costs, he opens up the possibility of the research project being abandoned.
From the point of view of accounting, this directly impairs intangibles.
R&D asset write-down is relevant information for users and may have
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a profound impact on a manager’s reputation, thus strongly incentivising the
continuation of research projects.

Seybert empirically tested this with an experiment. His analysis provides
evidence that the participants in his experiment were more likely to continue
the original project when R&D costs were capitalised. On the basis of this
result, we are going one step further: we hypothesise that managers who
decide to undertake a substantial R&D project are motivated not only to
continue the project, but also to report favourable results and, if necessary,
manage earnings upward. In other words, we assume that deciding to
undertake a research project makes decision-makers not only responsible for
the success, but motivates them to manage the results of the project to show
them in as favourable a light as possible. Therefore, the decision to invest
in an R&D project affects managerial behaviour. Managers become more
engaged and less objective and can, to some extent, be considered hostages
of a project’s success. Specifically we formulate the following hypothesis:
companies reporting intensive R&D expenditures after a two-year period
are more likely to engage in earnings management practices.

We assume a time lag of two years between the year when substantial
spending on R&D was reported and the year when the effect on revenues is
expected. O. Lome, A. G. Haggeseth and @. Moen (2016), W. N. Leonard
(1971), J. Rapoport (1971) and A. Pakes and M. Shankerman (1984) all
provide evidence that on average this lag is around two years and we assume
that the main stakeholders expected to see the effect of an R&D project
occur two years after the launch of the project. Additionally, we assume
that managers’ success depends on the research project succeeding in the
case of companies initiating costly research projects and this will be a strong
incentive to engage in earnings management.

3. Research Design, Sample Description and Results of the Study

The main focus of the study is on the relationship between R&D intensity
and the accrual of earnings management. We use two proxies for R&D
intensity:

—RD_INTI - R&D expenditures divided by total assets,

—RD_INT2 - R&D expenditures divided by sales.

The latter occur more frequently in the literature and accounting
research.

R&D intensity is a proxy depicting a company’s involvement in research
and development activities. These two measures take into consideration
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the size of the company and the volume of its activity. Therefore they are
assumed to be a good measure of R&D intensity and are comparable
between entities.

Total accruals are calculated using the statement-of-cash-flows approach
(CA) according to the formula: the difference between income before
extraordinary items and cash flows from operations:

NI b_Ext,,~CFO,,

TAi,t= A, 5

where TA, is total accruals, NI_b_Ext, , is net income before extraordinary

items, CFO ,1s cash flows from operatlons and A4, ,_, is lagged total assets.

To measure discretionary accruals we plan to use the cross-sectional
Jones model (1991):

1 AREV,, PPE,
TAi,t= B”[Ait, ]+B21[ ] B3l[ ]+£1 2

ir-1

where T4, , is total accruals (scaled by lagged total assets), A is total assets,
AREV is the change in revenues, and PPE represents property, plant
and equipment (Ronen & Yaari 2008, p. 404). The proxy for earnings
management is the discretionary accruals, estimated as absolute residuals
from the cross-sectional Jones model.

We use the main model in two variants, employing RD_INTI and
RD_INT?2 interchangeably and, in result, end up with two models to test our
hypotheses:

Model I:

EM,, =P, + BRD_INTI,, ,+ B,SIZE, + B,LEV, + B,ROA,  + BJIND,

and
Model I1:

EM,, =B, + B,RD_INT2, , , + B,SIZE, + B,LEV, + B,ROA, , + BIND, ,,

where EM is a proxy for earnings management (discretionary accruals
from the Jones model), RD_INTI is R&D intensity measured by R&D
expenditures divided by total assets for the period (¢t — 2), and RD_INT?2 is
R&D expenditures divided by sales for the period (t — 2). The rest are control
variables: SIZE — the company’s size calculated as a natural logarithm of
total assets, LEV — the financial leverage calculated as total liabilities divided
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by total assets, ROA — the company’s profitability represented by return on
assets, IND — industry affiliation — 17 industries represented by 17 dummy
variables (the financial sector was excluded).

In the above models, we use the most commonly applied determinants
of earnings management as control variables. All of them are firm-level
variables: size, leverage, profitability, and sector affiliation. Company size is
an empirically tested variable and at least several studies provide evidence
that larger firms are less likely to manage earnings (Albrecth & Richardson
1990, Scott 1991, Lee & Choi 2002). Financial leverage is often used as
a control variable. Theoretically, it is rooted in the debt covenant hypothesis,
which postulates that management tends to manipulate accounting figures in
order to avoid negative consequences of violating credit agreements. Many
empirical studies (Duke & Hunt 1990, Bartov 1993, Beatty & Webber 2003)
provide evidence that in more leveraged companies there is more pressure
to manage earnings upward. The institutional framework and quality of the
legal system are important determinants of EM. A rich body of research on
this issue provides convincing empirical evidence.

The initial sample consists of US companies listed on the stock exchange
(7,034 companies and 77,374 observations). The data were downloaded from
Orbis database and acquired from yearly financial statements published
by publicly traded US companies in the period 2007-2016. Financial
information derived from yearly financial statements is considered to be
of higher quality, since it is reviewed by an independent financial auditor.
Observations from the financial sector, with negative equity and insufficient
data on total assets, were excluded from the sample.

Table 1. Descriptive Statistics

Total sample

: No. of .
Variabl - - -
ariapies obser- | Min. | Max. | Mean [Median St. Vari- | Skew Ku}r
. Dev. ance ness tosis
vations
EM 11,436 | 0.000 | 100.00 | 2.515 | 0.085 | 10.06 | 101.40 | 7.16 | 60.758

RD_INTI| 6,772 | -0.731 | 100.00 | 1.917 | 0.069 | 10.85 | 117.76 | 7.75 | 65.466
RD_INT2| 8,219 | -28.83 | 100.00 | 0.988 | 0.064 | 7.309 | 53.419 | 11.937 |154.319

SIZE 18,043 | —2.000 | 8.90 | 4.315 | 4.633 | 2.004 | 4.015 | -0.519 | 2.590
LEV 18,043 | 0.000 | 100.00 | 5.860 | 0.572 | 19.245 |370.375| 4.209 | 19.849
ROA 18,041 [-100.00| 100.00 | -5.080 | —0.025 | 19.159 |367.050| -3.689 | 20.568

Source: the authors’ own calculations based on Orbis database.
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We ran OLS regression as well as panel regression for both models using
lagged RD_INTI and RD_INT2 (t — 1 and ¢ — 2). Since the panel regression
is considered to be superior to simple OLS, we presented results only for
panel regression analysis. For each panel regression we used Hausman test
to determine if a fixed or random model is more appropriate. In all cases,
the model with fixed effects proved superior (see Tables 2, 4, 6 and 8). The
results of the regression analysis are presented in Tables 3, 5, 7,9, 11 and 13.

Table 2. Hausman Test for Panel Regression for RD_INTI (Two-year Lag)

Coefficients (b-B) sqrt
Variables (b) (B) Difference (diag(V b -V _B))
fixed random S.E.
SIZE -2.2740 -1.2631 -1.0109 0.3995
LEV 0.0310 0.1220 -0.0910 0.0172
ROA 0.2176 0.1932 0.0244 0.0117
L2.RD_INTI 0.0144 0.0382 -0.0239 0.0082

b = consistent under H, and H_; obtained from xtreg

B = inconsistent under H, efficient under H, obtained from xtreg
Test: H: difference in coefficients not systematic

chi?(4) = (b-B)[(V.b -V B)"(-1)] (b -B) = 62.73

Prob > chi? = 0.0000

Source: the authors’ own calculations based on Orbis database.

Table 3. Results of Panel Regression with Fixed Effects for RD_INT1 (Two-year Lag)

Independent General sample

variables Coeff Std. error t-statistic p-value
Constant 13.01417 2.17647 5.98 0.000
L2.RD_INTI 0.01436 0.01171 1.23 0.220
SIZE -2.27396 0.40936 -5.55"" 0.000
LEV 0.03100 0.02238 1.39" -0.013
ROA 0.21761 0.02044 10.65™ 0.000
IND 0.15206 0.02085 0.73 4.466
No. of observations 4069
Prob > F 0.0000
R-squared 0.1316
Ajusted R-squared 0.1305
Root MSE 4.6646

" 5% significance. " 1% significance.

Source: the authors’ own calculations based on Orbis database.
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Table 4. Hausman Test for Panel Regression for RD_INT2 (Two-year Lag)

. Coefficients b-B) o sqrt
Variables (b) (B) Difference (diag(V.b-V_B))
fixed random S.E.
SIZE -2.9932 -2.4319 -0.5614 0.4676
LEV -0.0019 0.0145 —-0.1641 0.0130
ROA 0.0991 0.0800 0.0191 0.0100
L2.RD_INT2 0.1389 0.1113 0.2761 0.0213

b = consistent under H, and H ; obtained from xtreg

B = inconsistent under H, efficient under H, obtained from xtreg
Test: H: difference in coefficients not systematic

chi?(4) = (b-B)[(V.b-V_B)"~(-1)] (b - B) = 16.62

Prob > chi? = 0.0023

Source: the authors’ own calculations based on Orbis database.

Table 5. Results of Panel Regression with Fixed Effects for RD_INT2 (Two-year Lag)

Independent General sample
variables Coeff Std. error t-statistic p-value

Constant 16.9453 2.49015 6.80 0.000
L2.RD_INT2 0.1389 0.03424 4.06™ 0.000
SIZE -2.9932 0.49624 -6.03™" 0.000
LEV -0.0019 0.02072 -0.09 0.928
ROA 0.0991 0.01847 5.37° 0.007
IND 0 (omitted) X X
No. of observations 4651
Prob > F 0.0000
R-squared 0.4880
Ajusted R-squared 0.3508
Root MSE 7.0830

" 1% significance.

Source: the authors’ own calculations based on Orbis database.

The results of panel regression for RD_INT2 (see Table 5) suggest that
R&D intensity is a significant positive determinant of earnings management.
However, the results for RD _INTI are not statistically significant (see
Table 3). We also want to test if this effect is true for R&D intensity
with a one-year lag and without a lag. The results show that RD_INTI is,
unexpectedly, a negative determinant of earnings management.
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Table 6. Hausman Test for Panel Regression for RD_INTI (One-year Lag)

. Coefficients (b-B) o sqrt
Variables (b) (B) Difference (diag(V b -V _B))
fixed random S.E.
SIZE -2.2146 -2.0345 -0.1802 0.3428
LEV -0.0399 -0.0025 -0.0374 0.0122
ROA 0.1190 0.1040 0.0151 0.0078
L1.RD_INTI -0.0226 -0.0165 -0.0062 0.0057

b = consistent under H, and H_; obtained from xtreg

B = inconsistent under H, efficient under H, obtained from xtreg
Test: H: difference in coefficients not systematic

chi?’(4) = (b-B)[(V.b -V B)~(-1)] (b -B) = 18.80

Prob > chi? = 0.0009

Source: the authors’ own calculations based on Orbis database.

Table 7. Results for Panel Regression with Fixed Effects for RD_INTI
(One-year Lag)

Independent General sample
variables Coeff Std. error t-statistic p-value

Constant 12.80752 1.97574 6.48 0.000
L1.RD _INTI -0.02262 0.01130 -2.00" 0.045
SIZE -2.21465 0.37463 =591 0.000
LEV -0.03991 0.02093 -1.91" 0.057
ROA 0.11904 0.01737 6.85" 0.000
IND 0 (omitted) X X
No. of observations 4771
Prob > F 0.0000
R-squared 0.4993
Ajusted R-squared 0.3828
Root MSE 4.5413

" 10% significance. = 5% significance. " 1% significance.

Source: the authors’ own calculations based on Orbis database.

We repeated the regression analysis for RD_INTI and RD_INT2 without
a lag. The results show that RD_INTI and RD_INT2 without a lag are not
statistically significant (see Tables 6 and 7) as compared to the model with
the two-year lag.
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Table 8. Hausman Test for Panel Regression for RD_INT2 (One-year Lag)

. Coefficients b-B) o sqrt
Variables (b) (B) Difference (diag(V.b-V_B))
fixed random S.E.
SIZE -2.1500 -2.5352 0.3853 0.4076
LEV -0.6751 -0.0526 -0.0149 0.0115
ROA 0.0365 0.0281 0.0084 0.0088
LI.RD_INT2 0.0246 0.0269 -0.0023 0.0162

b = consistent under H, and H ; obtained from xtreg

B = inconsistent under H, efficient under H, obtained from xtreg
Test: H: difference in coefficients not systematic

chi?(4) = (b-B)[(V.b-V_B)"~(-1)] (b - B) = 18.63

Prob > chi? = 0.0009

Source: the authors’ own calculations based on Orbis database.

Table 9. Results of Panel Regression with Fixed Effects for RD _INT2
(One-year Lag)

Independent General sample

variables Coeff Std. error t-statistic p-value
Constant 12.92108 2.16733 5.96 0.000
L1.RD_INT2 0.02454 0.03173 0.77 0.439
SIZE —2.14997 0.43720 -4.92"" 0.000
LEV -0.06751 0.01923 =3.51™" 0.764
ROA 0.03648 0.01710 213" 0.033
IND 0 (omitted) X X
No. of observations 5616
Prob > F 0.0000
R-squared 0.4521
Ajusted R-squared 0.3194
Root MSE 7.6834

5% significance. " 1% significance.

Source: the authors’ own calculations based on Orbis database.

An additional OLS regression analysis for R&D intensity for a three-
-year time lag shows that these variables are still significant determinants
of earnings management. Most of the models presented have a low
determination coefficient (as measured by adjusted R-squared), whose
values vary between 30% and 40%. However, the aim of these models is not
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Table 10. Hausman Test for Panel Regression for RD_INT1 (Without Time Lag)

Coefficients (b-B) sqrt
Variables .(b) (B) Difference (diag(V b -V _B))
fixed random S.E.
SIZE —2.9595 —-2.2309 -0.7286 0.3532
LEV -0.0326 -0.0023 -0.0303 0.0139
ROA 0.1367 0.0835 0.0532 0.0092
RD_INTI -0.0024 0.0010 -0.0034 0.0051
b = consistent under H, and H_; obtained from xtreg
B = inconsistent under H, efficient under H, obtained from xtreg
Test: H: difference in coefficients not systematic
chi’@) = (b-B)[(V.b -V B)~(-1)] (b-B) = 56.20
Prob > chi?> = 0.0000
Source: the authors’ own calculations based on Orbis database.
Table 11. Results of Panel Regression with Fixed Effects for RD _INTI
(Without Time Lag)
Independent General sample
variables Coeff Std. error t-statistic p-value
Constant 16.71889 2.05799 8.12 0.000
RD_INTI -0.00239 0.01107 -0.22 0.829
SIZE -2.95954 0.39068 -7.58"" 0.000
LEV 0.03261 0.02342 -1.39 0.164
ROA 0.13672 0.01846 740" 0.000
IND 0 (omitted) X X
No. of observations 4801
Prob > F 0.0000
R-squared 0.5310
Ajusted R-squared 0.4203
Root MSE 4.7446

" 1% significance.

Source: the authors’ own calculations based on Orbis database.

to predict or forecast variability of the dependent variable, but to infer the
causal relationship between independent and dependent variables, which in
this case are R&D intensity and earnings management. Therefore the power
of the model is of negligible importance in our case.
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Table 12. Hausman Test for Panel Regression for RD_INT2

(Without Time Lag)
Coefficients b-B) sqrt
Variables .(b) (B) Difference (diag(V b -V _B))
fixed random S.E.

SIZE -2.5672 -2.4115 -0.1557 0.3983
LEV 0.0010 0.0036 -0.0026 0.0127
ROA 0.0761 0.0491 0.0270 0.0095
RD _INT2 0.0747 0.0435 0.0313 0.0200
b = consistent under H; and H ; obtained from xtreg
B = inconsistent under H, efficient under H, obtained from xtreg

Test: H: difference in coefficients not systematic

chi’4) = (b-B)[(Vb-V B)~(-1)] (b-B) = 12.92
Prob > chi? = 0.0117

Source: the authors’ own calculations based on Orbis database.

Table 13. Results of Panel Regression with Fixed Effects for RD_INT2
(Without Time Lag)

Independent General sample
variables Coeff Std. error t-statistic p-value

Constant 14.7963 2.09944 7.05 0.000
RD_INT2 0.07473 0.03564 2.10™ 0.036
SIZE -2.56719 0.42493 -6.04"" 0.000
LEV 0.00101 0.01942 0.05 0.959
ROA 0.07610 0.01735 4.39" 0.000
IND 0 (omitted) X X
No. of observations 5648

Prob > F 0.0000

R-squared 0.4454

Ajusted R-squared 0.3099

Root MSE 7.7992

" 5% significance. ~" 1% significance.

Source: the authors’ own calculations based on Orbis database.
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Table 14. Summary of Results

. Panel regression Linear regression
Time lag
RD_INT1 RD_INT2 RD_INTI RD_INT2
0 (+)”
1 O )
2 ) )" )"

" 10% significance. 5% significance. ~" 1% significance.

Source: the authors’ own calculations based on Orbis database.

The results of regression analysis in most cases (see Table 14) provide
evidence that two and three years after undertaking intensive R&D
investments (projects), company management is more willing to manage
earnings. The output of the study also shows that the link between R&D
intensity and earnings management is much less pronounced in the current
period.

4. Conclusions

We want to contribute to accounting research by providing evidence that
engaging in R&D investment impacts managerial behaviour. The nature of
R&D investment is unique considering its indeterminacy and often finds
expression in the realm of managerial ambitions, expectations and dreams.
We argue that with the passage of time, managers lose objective distance
with regard to an R&D project. They become emotionally tied to the
research project, which alters their behaviour and in some cases motivates
them to manage earnings.

Our findings provide evidence that the intensity of R&D influences
managerial behaviour and is a significant determinant of the extent of
earnings management. The more intensive investments on research projects
become, the more prone managers are to manage earnings after a period of
two or even three years. The results have much less or no significance for
measures of R&D intensity with a one-year or no time lag.

Our study has at least two limitations. First, we use only four control
variables, and do not take into account other factors influencing managerial
behaviour. Second, we use the absolute value of discretionary accruals, as
a proxy for earings management.
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Abstract

Wplyw wydatkéw na badania i rozwoj na zachowania menedzeréw
zZwigzane z ksztaltowaniem wyniku finansowego

Celem artykutu jest analiza wptywu wydatkdw na badania i rozw6j na ksztaltowa-
nie wyniku finansowego. Wydatki na badania i rozwdj to najcenniejsze aktywa w gospo-
darce, a mimo to regulacje rachunkowosci w wielu krajach nie dopuszczaja mozliwo-
Sci ich kapitalizacji i ujecia jako aktywow w bilansie lub tez mozliwoSci te sa mocno
ograniczone. Organy stanowiace regulacje rachunkowosci (IASB i FASB) wskazuja
na brak mozliwosci wiarygodnej wyceny ksiegowej tego typu aktywow. Raportowanie
wydatkow wigze si¢ z licznymi problemami, do ktérych mozna zaliczy¢é m.in. duzg asy-
metri¢ informacji pomiedzy jednostka sprawozdawcza a uzytkownikami sprawozdania
finansowego. Ponadto sukces projektu badawczego niekoniecznie przektada si¢ na suk-
ces komercyjny.

Wyniki dotychczasowych badan wskazuja, ze menedzerowie podejmujacy decyzje
0 rozpoczeciu projektu badawczego o znacznym budzecie wraz z uplywem czasu coraz
bardziej wigza si¢ z nim emocjonalnie. W artykule postawiono tezg, ze zjawisko to ma
rowniez wplyw na ksztaltowanie wyniku finansowego. Przyjeto hipoteze badawcza, ze
wydatki na badania i rozwoj sg istotng determinantg ksztaltowania wyniku finansowego
po okresie dwdch lat. Przyjety okres opdZznienia wynika z faktu, ze projekty badawczo-
-rozwojowe zazwyczaj trwaja od pottora do dwoch i pot roku.
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Badania zostaly przeprowadzone na prdbie amerykanskich spdtek gieldowych
(ponad 4500 obserwacji) ze wzgledu na fakt, ze US GAAP nie dopuszczaja mozliwo-
$ci kapitalizacji wydatkéw na badania i rozwdj (z matymi wyjatkami). W rezultacie na
podstawie danych ze sprawozdania finansowego mozna fatwo ustali¢ catkowite wydatki
na B+R. Analiza regresji wskazuje, ze wydatki na badania i rozwdj sa istotng determi-
nantg ksztaltowania wyniku finansowego po dwoch i trzech latach. Efekt ten nie jest
widoczny w biezacym okresie oraz po jednym roku. W rezultacie pozytywnie zostata
zweryfikowana hipoteza badawcza, co dowodzi, ze wydatki na badania i rozwdj wply-
waja na zachowania menedzeréw amerykanskich spotek gietdowych w zakresie ksztal-
towania wyniku finansowego.

Stowa kluczowe: wydatki na badania i rozwdj, ksztaltowanie wyniku finansowego,
sprawozdawczo$¢ finansowa, teoria kosztow agencji.



